
Logistic Regression
AI/ML Teaching



Goals

• Basic concept of logistic regression: linear vs logistic

• Binary classification & binary cross entropy loss

• Multi-class classification & cross-entropy loss



Binary classification example

female male

𝑝(𝑚𝑎𝑙𝑒)

weight

𝑝 𝑚𝑎𝑙𝑒|𝑤𝑒𝑖𝑔ℎ𝑡 =
𝑝 𝑤𝑒𝑖𝑔ℎ𝑡 𝑚𝑎𝑙𝑒

𝑝 𝑤𝑒𝑖𝑔ℎ𝑡 𝑚𝑎𝑙𝑒 + 𝑝 𝑤𝑒𝑖𝑔ℎ𝑡 𝑓𝑒𝑚𝑎𝑙𝑒

𝑝(𝑤𝑒𝑖𝑔ℎ𝑡|𝑚𝑎𝑙𝑒)𝑝(𝑤𝑒𝑖𝑔ℎ𝑡|𝑓𝑒𝑚𝑎𝑙𝑒)

*assume prior as 1/2

Mostly male

Mostly female



Modeling conditional probabilities

• Linear model
• 0 ≤ ℎ𝜃 𝑥 ≤ 1

• 0 ≤
ℎ𝜃 𝑥

1−ℎ𝜃 𝑥
< ∞

• −∞ ≤ log
ℎ𝜃 𝑥

1−ℎ𝜃 𝑥
< ∞

• log
ℎ𝜃 𝑥

1−ℎ𝜃 𝑥
= 𝜃𝑇𝑥

• ℎ𝜃 𝑥 =
1

1+exp −𝜃𝑇𝑥

• 𝑔 𝑧 → 1 as 𝑧 → ∞

• 𝑔 𝑧 → 0 as 𝑧 → −∞



Maximum likelihood & BCE loss

− log𝑝 − log(1 − 𝑝)



Linear regression & logistic regression

• Doesn’t make sense for ℎ𝜃(𝑥) to take values larger than 1 or smaller than 0

Linear regression Logistic regression

ℎ𝜃 𝑥 = 𝜃𝑇𝑥 ℎ𝜃 𝑥 = 𝑔 𝜃𝑇𝑥 =
1

1 + 𝑒−𝜃
𝑇𝑥



Multi-class classification: softmax

(logit)



Cross entropy loss

• 𝐻 𝑝, 𝑞 = −σ𝑖 𝑝𝑖 log 𝑞𝑖

• 𝑝𝑖 ∈ {0,1}: label (e.g., 𝐩 = 0,1,0, … , 0 𝑇)

• 𝑞𝑖 =
exp 𝜃𝑖

𝑇𝑥

σ𝑗 exp 𝜃𝑗
𝑇𝑥



BCE & cross-entropy loss

Binary classification Multi-class classification

sigmoid softmax

BCE Cross-entropy loss

Maximum likelihood Estimation (MLE)



Reference

• Andrew Ng, CS229 Stanford Lecture Notes

• Cosma Shalizi, 36-402 CMU Lecture Notes
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